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Abstract

Determination of soil volumetric water content θð Þ in forest ecosystems is particularly

challenging due to deep rooting systems and unknown soil vertical and spatial hetero-

geneity. This research aims to test two undisturbed methods, electrical resistivity

tomography (ERT) and HYDRUS 2D/3D, for 2D θ determination in a thorny forest

ecosystem. The experiment consisted of infiltrating 10 L of water lasting 60min. Dur-

ing infiltration, ERT measured apparent resistivity by time-lapse measurements, and θ

was measured with an FDR probe (EnviroSCAN) at 33, 63, 83, 97, and 163 cm depth

close to the infiltration site. At the end of infiltration, a soil pit was dug, and 100 mea-

surements of θ were performed with a TDR in a 10�10 cm regular grid. Archie law

transformed soil resistivity (ERT) into θ using manual calibration, verified by an inde-

pendent dataset. The 2D θ profile obtained by ERT was qualitatively compared with

the HYDRUS 2D/3D one. HYDRUS 2D/3D was parametrized with calibrated param-

eters obtained with HYDRUS 1D using 106 days of θ obtained with EnviroSCAN. The

results of HYDRUS 1D calibration and verification were satisfactory, with RMSE and

Nash-Sutcliffe coefficients ranging from 0.021 to 0.034 cm3 cm�3 and 0.11 to 0.77,

respectively. The forward HYDRUS 2D/3D θ simulation disagrees with EnviroSCAN
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data for 33 cm depth. However, it follows the trend with near to zero variation of

water content at 63 cm depth. Water content determination by ERT was satisfactory

with RMSE for calibration and verification of 0.017 and 0.021 cm3 cm�3. HYDRUS

2D/3D and ERT comparisons were not equal, with a shallower wetting front by ERT

and a deeper one for HYDRUS. Still, both wetting fronts agree with the wetting

depth estimated by EnviroSCAN. We conclude that both methods are an alternative

for θ determination in heterogeneous and deep soils of forest ecosystems.
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1 | INTRODUCTION

Land water transfers are paramount in earth system processes since

they are the basis of the hydrological cycle, coercing the interactions

between the atmosphere and the critical zone (Yang et al., 2021). For

instance, soil physical properties and water content directly modulate

critical processes such as evapotranspiration or infiltration. Those vari-

ables are related to ecological water consumption (Tan et al., 2018) or

the resilience of a catchment to support hydrological extremes such

as drought and floods (Beevers et al., 2021). However, quantifying

water transfers is challenging, particularly when considering the inter-

action between rooting systems and deep soils, a common situation in

forest ecosystems (Balocchi et al., 2023). Forest lands, including

thorny forests, are crucial in providing a diverse range of valuable eco-

system services (Smith-Ramírez et al., 2023), emphasizing the need to

monitor and comprehend soil moisture dynamics within these ecosys-

tems effectively.

Earth observation products provide valuable information for esti-

mating water contents on a global scale (Han et al., 2023; Sungmin &

Orth, 2021). Nonetheless, these estimates are obtained at coarse res-

olutions and accompanied by significant uncertainties, particularly in

non-instrumented areas, which is a common occurrence in forest eco-

systems (Melo et al., 2021). Water transfer models can be implemen-

ted to cope with such challenges. These models solve the mass

balance in the vadose zone, enabling simulations of various water bal-

ance components, including evapotranspiration, runoff, soil moisture,

and percolation (Moene & van Dam, 2013). Determining water bal-

ance in native forests has been recognized as a significant research

gap by Balocchi et al. (2023). Accurately determining soil volumetric

water content (θ) is critical. However, verifying θ can be challenging,

particularly when considering factors such as vertical and spatial het-

erogeneity, as well as the presence of deep soils.

To estimate θ, instruments such as frequency domain reflectome-

try (FDR) are commonly used both in agriculture (Beyá-Marshall

et al., 2022; Faúndez Urbina et al., 2022) and forestry ecosystems

(Blume et al., 2008, 2009; Raab et al., 2015). Although FDR is valuable

for water management assessment, it has limitations for forestry eco-

systems where deep and heterogeneous soils and rooting systems are

found. The limits are likewise related to a small sensing area around

the probe (Ferré et al., 1998) and the soil disturbance produced during

installation. Consequently, some studies call for replacing the point-

scale θ estimate of FDR with two-dimensional monitoring methods

(Chen et al., 2019). Therefore, non-invasive techniques such as geo-

physical methods (Turesson, 2006; Fustos et al., 2017) and mechanis-

tic simulations (Šimunek et al., 2012) have gained the scientific

community's interest in estimating θ. Such techniques can comple-

ment or replace FDR in forestry ecosystems for θ determination (Fäth

et al., 2022; Rieder & Kneisel, 2023).

The soil exhibits distinctive electrical properties largely contingent

on water content (Fustos et al., 2017). Previous investigations have

facilitated the assessment of water content effects on the soil,

enabling the generation of electrical resistivity profiles to proxy for

variations in soil water content θð Þ. Of particular significance is the

use of Electrical Resistivity Tomography (ERT), which offers unparal-

leled opportunities for analysing θ distribution in both two and three

dimensions, with a specific emphasis on vadose zone hydrology

(Fustos et al., 2017; Garré et al., 2021). ERT involves the insertion of

several electrodes at a spacing depending on the application into the

soil, generating resistivity profiles that can be transformed into θ

(Samouëlian et al., 2005). The undisturbed method allowed a temporal

measurement of the wetting front through time-lapse measurements

(Zieher et al., 2017). Moreover, ERT allows for pixel sizes as small as

0.75 cm2, providing high-resolution profiles (Samouëlian et al., 2003).

Previous studies have successfully employed ERT to determine θ

using various approaches, including petrophysical relations such as

the Archie law (Brunet et al., 2010; Fan et al., 2015), the Waxman and

Smits model (Chen et al., 2019), empirical equations based on the

Waxman and Smits model (Garré et al., 2011), and statistical methods

(Besson et al., 2010). Additionally, researchers have qualitatively com-

pared soil resistivity against θ in some studies (Krzeminska

et al., 2022).

θ determination by mechanistic models has been customarily

applied for decades (Eitzinger et al., 2004; Skaggs et al., 2004).

Gridded physically based models have been applied in forestry eco-

systems to cope with spatial heterogeneity (Schäfer et al., 2023).

Point-scale simulations have been applied successfully to tropical

(Casagrande et al., 2021) and temperate (Rabbel et al., 2018) forests

with the HYDRUS model. HYDRUS is a software package that allows

the solution of the Richards equation in one, two, or three dimensions

using the pressure head (h) as a state variable (Šimůnek et al., 2016).
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The h is then transformed into θ using a soil hydraulic characteristic

curve (e.g., van Genuchten (1980)). HYDRUS has also been applied to

different scenarios, including irrigated agriculture (Pizarro et al., 2022),

under saline conditions (Jia et al., 2023; Karandish & Šimůnek, 2019),

rainfed vineyards with a water table (Galleguillos et al., 2017) demon-

strating the robustness and flexibility of the method for θ

determination.

The combination of ERT and HYDRUS has been investigated in

previous studies for determining saturated hydraulic conductivity

(Farzamian et al., 2015b), fertigation patterns (Hardie et al., 2018),

root water uptake (Peddinti et al., 2020) and ponded infiltration into

water repellent sand (Ganz et al., 2014). One challenge of the ERT and

HYDRUS combination is matching both geometries for quantitative

and qualitative comparison, especially for automated matching of both

geometries' grids, which is explicitly performed in this study. In this

research, we tested the reliability of an ERT device and HYDRUS

2D/3D to reproduce θ and the infiltration process in a native forest

ecosystem. We established an infiltration experiment with continuous

θ measurements by FDR and TDR probes and soil laboratory analysis.

Those measurements allowed the implementation of the HYDRUS

water transfer model and ERT to reproduce θ along a transect spa-

tially. Therefore, this research aims to test two undisturbed methods,

Electrical Resistivity Tomography (ERT) and HYDRUS 2D/3D, for 2D

θ determination in a Vachellia caven thorny forest.

2 | MATERIALS AND METHODS

2.1 | Study site description

The study was performed in 2021 in ‘San Agustin’ (�35.934725,

�72.124604; 161 m.s.l.), located in the Cauquenes basin, Maule

Region, Chile (Figure 1).

The soils are Alfisols classified as association Pocilla (CIREN, 1997).

The climate in the Cauquenes basin is the Mediterranean, with a

Köppen–Geiger climate classification of Csb type (Beck et al., 2018).

Based on data from the Cauquenes meteorological station, the average

annual rainfall between 1991 and 2020 was 632 mm, concentrated in

the autumn-winter months. The maximum, average, and minimum

annual average temperatures were 21.9, 14.8, and 7.7�C, respectively,

and the annual mean reference evapotranspiration (ETo) was 1293 mm,

with an aridity index of 0.49. The study site was a remnant of one hect-

are of thorny forest located inside a Pinus radiata plantation. According

to satellite imagery and the tree size, the ecosystem comprises mainly

Vachellia caven and other sclerophyllous species, such as the Maytenus

boaria and Schinus polygamus, which are 30-years old. The trees had a

mean height of 3.4 m and a density of 310 plants per hectare.

2.2 | Methodological framework

We proposed an original methodological framework composed of four

steps. (i) Obtention of soil hydraulic parameters with HYDRUS-1D

and laboratory analysis, (ii) A forced infiltration experiment including

time-lapsed ERT measurements and a θ grid measured by TDR,

(iii) Parametrization of HYDRUS 2D/3D using calibrated HYDRUS 1D

parameters and laboratory analysis. (iv) Qualitative comparison of θ

obtained by ERT and HYDRUS 2D/3D in the forced infiltration

experiment.

A summary of the methodology is presented in Figure 2.

2.3 | HYDRUS model

The governing equation for variably saturated water flow in the soil is

the Richards equation.

∂θ

∂t
¼ ∂

∂z
Kz hð Þ ∂h

∂z
þ1

� �� �
þ ∂

∂x
Kx hð Þ ∂h

∂x

� �� �
�S, ð1Þ

where θ is the soil volumetric water content (cm3 cm�3), t is time (h),

z and x are space coordinates (cm), Kz,x is the saturated hydraulic con-

ductivity (cmh�1), h is pressure head (cm), and S is a sink term related

to root water uptake (h�1). HYDRUS 1D is solved in the z space coor-

dinate, whereas HYDRUS 2D/3D is solved in the z and x space

coordinates. This research used HYDRUS 1D and 2D/3D at two dif-

ferent times.

2.4 | Obtention of soil hydraulic parameters with
HYDRUS-1D and laboratory analysis

2.4.1 | Soil hydraulic parameters, root distribution,
and weather data for HYDRUS 1D

A detailed soil description was performed in a soil pit of 200 cm depth

on July 22, 2019, following Schoeneberger et al. (2012) close to the

EnviroSCAN. The soil had six soil horizons, generally loamy sand soils.

F IGURE 1 The study site. At the center (red circle) is found the
EnviroSCAN, Vachellia caven tree, and the infiltration ring in between
two electrodes. At the bottom of the picture is the Pinus plantation.
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Three soil samples were taken in 5 cm high and 5.9 cm diameter steel

cylinders, and 1 kg of disturbed sample per each soil horizon. Those

samples were analysed under laboratory conditions to obtain bulk

density, θ at field capacity and wilting point, soil texture (Bouyoucus

method), and particle density (Pycnometer method) following the

guidelines of Sandoval et al. (2012). Previous data was used to obtain

soil hydraulic parameters (Mualem, 1976; van Genuchten, 1980) using

a pedotransfer function solved by Rosetta DLL software (Schaap

et al., 2001; Zhang & Schaap, 2017). The soil water retention curve

obtained with Rosetta DLL was compared against additional points

obtained with the soil samples at pressure: �0.2, �6, �33, �100 and

�1500 kPa. If the comparison was unsatisfactory, the soil hydraulic

parameters were adjusted using the software RETc by manual calibra-

tion (van Genuchten et al., 1991) (Figure S2, Supplemental Material).

The reason for not directly running RETc was because of the small

amount of h � θ data pairs.

Early results obtained with HYDRUS 1D were not satisfactory;

therefore, a second field campaign was performed on September

22, 2021, to improve soil hydraulic parameters of the first three soil

horizons. Three soil cylinders were taken per soil horizon (nine total)

and analysed in a pressure plate apparatus at pressures 0, �6, �10,

�30, �330, �1000, �5000 and �15 000 hPa to perform a detailed

soil characteristic curve with RETc. In addition, the saturated volumet-

ric water content θsð Þ was updated from the fourth to sixth horizons

regarding EnviroSCAN measurements during winter when groundwa-

ter rises (data not shown). The van Genuchten-Mualem parameters

after previous laboratory analysis are depicted in Table 1.

The root depth and root distribution were defined, given the soil

description. Fine, medium, and thick root density was assigned quali-

tatively in the soil pit following the guidelines of Schoeneberger et al.

(2012) (Table S2, Supplemental Material). That information was used

to obtain the root density at each soil horizon for simulations with

HYDRUS 1D.

Meteorological data were obtained from a weather station

located 15 km away from the study site at the ‘Instituto de Investiga-

ciones Agropecuarias (INIA)’ of Cauquenes (�35 956 111,

�72 289 999; 162 m.s.l.). Rainfall and ETo estimated with Penman-

Monteith (Smith et al., 1990) were retrieved hourly from the weather

station and set up in HYDRUS 1D.

2.4.2 | HYDRUS 1D setup

HYDRUS 1D simulation was performed for soil water flow and root

water uptake in one shrub tree (V. caven). Simulation time was hourly

from 1 Feburary 2021 until 17 May 2021, covering 106 days.

The model had six soil materials (Table 1). The depth of the soil

profile was 300 cm; thus, the last soil material was enlarged to

300 cm. The soil material depth and hydraulic parameters were ini-

tially set in the model from laboratory measurements (Table 1). The

initial condition (01 Feburary 2021) was set as pressure head (h) using

θ of FDR and the soil hydraulic characteristic curve. The hydraulic

model was van Genuchten-Mualem without hysteresis

(Mualem, 1976; van Genuchten, 1980).

F IGURE 2 Diagram of relevant methods and outcomes performed/obtained in this research.

4 of 17 FAÚNDEZ URBINA ET AL.



The top boundary condition was ‘Atmospheric with surface run-

off’, which includes transpiration, evaporation, and runoff. The deci-

sion not to use a surface layer was the comparison of saturated

hydraulic conductivity (Ks, Table 1) and the maximum precipitation

rate equal to 0.51 cm h�1. The bottom boundary was constant head

because a groundwater table was simulated with the phreatic level at

240 cm depth.

Hourly precipitation and ETo are inputs for the model obtained

from the weather station in Cauquenes. The HYDRUS module ‘Mete-

orological parameters and conditions’ split evaporation from transpi-

ration. In that module, meteorological data obtained from the

Cauquenes station, such as solar radiation, temperature, humidity, and

wind, were set hourly for 106 days. Additionally, the model requires

the leaf area index (LAI) and the extinction coefficient (k). Both param-

eters were obtained at field conditions with CI-110 Plant Canopy

Imager (Bio-Science), outcoming LAI = 1.5, k = 0.55. The sampling

was performed in three positions around the V. caven tree. Those

parameters were set constant during the 106 days of simulation. The

rainfall interception by the plant canopy was obtained using a

HYDRUS module, which used previously obtained LAI, and the ‘inter-
ception parameter’ equalled 0.25 mm d�1.

Roots were set per soil material (Table S2, Supplemental Mate-

rial). The root water uptake was simulated in HYDRUS 1D with the

S-shaped function. The S-shaped parameters, ‘pressure head in

the soil that root water uptake is reduced by 50%’ (h50), and

p exponent were obtained from Grinevskii (2011), giving

h50 = �3330 cm and p = 2 for the V. caven tree.

2.4.3 | Sensitivity analysis and calibration of
HYDRUS 1D parameters

Soil hydraulic parameters of Table 1 were improved by calibration

comparing the θ obtained by an FDR probe (EnviroSCAN, SENTEK,

Australia) at depths 33, 63, 83, 97, and 163 cm and the θ simulated by

HYDRUS 1D at the same depths. The FDR data selected for calibra-

tion start from 01 March 2021 until 17 May 2021, covering 75 days,

with recordings every 1 h. The reason for not selecting data from

01 Feburary 2021 (starting of simulations) is related to the effect of

the initial condition on HYDRUS 1D simulations.

EnviroSCAN data was calibrated using three soil samples taken at

the θ measurement depths with steel cylinders at three different

times. From the samples, gravimetric water content, bulk density, and

θ were measured under laboratory conditions (Sandoval et al., 2012).

The θ obtained by EnviroSCAN were compared with the θ under labo-

ratory conditions with regression analysis (see Figure S1, Supplemen-

tal material). The calibrated θ of EnviroSCAN was used for calibration.

The candidates' HYDRUS 1D parameters for calibration were

selected using a Morris Elementary Effect Screening Method

(Morris, 1991). Morris's elementary effect parameters are the number

of trajectories (r), the number of HYDRUS 1D parameters (k), the

number of levels (p), and the grid jump ωð Þ (Pujol et al., 2021). Those
parameters were set after the guidelines of Faúndez Urbina et al.

(2020) as follows: r=100, k=24, p=6, and ω =3. The minimum and

maximum values for HYDRUS 1D parameters are shown in Table S1

(Supplemental Material). The HYDRUS 1D output analysed was the

hourly θ at the measurement depths of EnviroSCAN (33, 63, 83, 97,

and 163 cm depth). The sensitivity indexes obtained from Morris's

method are the modified overall effect μ�ð Þ introduced by Campo-

longo et al. (2007) and the interaction between parameters (σ) which

were obtained with the R package “Sensitivity” (Pujol et al., 2021).

The μ� and σ were obtained hourly; however, they were averaged over

the period to compute parameter importance. The parameter impor-

tance was evaluated following the procedures in Lammoglia et al.

(2017). They defined highly influential parameters if μ� >0.5 μ�max

where μ�max is the maximum μ� of all the HYDRUS 1D parameters ana-

lysed. The highly influential parameters are subject to calibration.

Calibration was performed with the Model-independent Parame-

ter Estimation & Uncertainty Analysis (PEST) package

(Doherty, 2015). The observed data corresponded to the hourly Envir-

oSCAN measurements of θ at 33, 63, 83, 97, and 163 cm depth,

whereas the simulated data corresponded to HYDRUS 1D simulations

at the same depths and times (75 days). PEST was used in “estimation

mode,” minimizing the objective function by a Gauss-Marquardt–

Levenberg method. The observed data were divided into five observa-

tion data groups (each θ depth) to compute the weights. The Nash-

Sutcliffe model efficiency coefficient (Nash) and root mean square

error (RMSE) were calculated per each observation data group (see

equations in Faúndez Urbina et al. (2022); Faúndez Urbina

et al. (2021)).

TABLE 1 Soil water retention curve
parameters from van Genuchten–
Mualem obtained at laboratory
conditions and Archie law models for
each soil horizon (L).

L Depth θr θs α n Ks mc na

cm cm3 cm�3 cm�1 – cm h�1 (�) (�)

1 0–5 0.044 0.466 0.090 1.40 12.82 1.86 1.44a

2 5–12 0.033 0.402 0.060 1.57 8.90 1.86a 1.44a

3 12–38 0.019 0.381 0.075 1.35* 7.30 1.34a 1.7a

4 38–90 0.031 0.295 0.056 1.56* 6.20 1.87a 2.2a

5 90–110 0.030 0.300 0.058 1.68 9.40 1.87a 1.78a

6 110–200 0.026 0.253a 0.056* 1.54* 8.10 1.77 2.35a

Note: θr the residual water content (cm3 cm�3), θs is the saturated volumetric water content (cm3 cm�3), α

(cm�1), and n (�) are empirical parameters, Ks (cmh�1) is the saturated hydraulic conductivity, mc (�) is

the cementation factor, and na (�) is the saturation index.
aCandidate parameter for calibration.
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2.5 | Forced infiltration experiment and time-
lapsed ERT

A forced infiltration experiment and electrical resistivity tomography

(ERT) survey were performed on 18 May 2021. Ten litres of water

were infiltrated inside a ring of 14.4 cm diameter in 1 h. The infiltra-

tion ring was inserted 30 cm away from the EnviroSCAN. The elapsed

time of EnviroSCAN was modified from 1 hour to 1 minute. At the

end of the experiment (last measurement with ERT), 100 measure-

ments of θ were performed with a TDR (FieldScout TDR 150, Spec-

trum Technologies, Inc., Illinois, USA) in a regular grid of 10�10 cm

(TDR Grid in Figure 3) located 5 m away from the EnviroSCAN.

To understand changes in the soil water content using the soil

resistivity at different depths as a proxy, a multitemporal ERT survey

was carried out centered in the EnviroSCAN position during the

forced infiltration experiment. Geologically, the study area corre-

sponds to a non-deformed sedimentary environment, with homoge-

neous features allowing half-space supposition. We generated an

inversion of the resistivity model from apparent resistivity estimates.

The apparent resistivity was estimated using an ERT model WDJD-4

(Chongqing Gold Mechanical & Electrical Equipment Co., China). Sixty

stainless steel electrodes were inserted five centimetres into the soil,

separated 0.3 m between them, obtaining a 17.7 � 3 m profile.

Two measurements with ERT were done a few minutes before

infiltration (Time-lapse 1), and two were performed 34 (Time-lapse 2)

and 62 min (Time-lapse 3) after infiltration onset. The acquisition time

of ERT lasted 28 min. The 2D inverted resistivity model was estimated

using RES2DINV version 4.01 (Loke, 2001). We meshed the model

considering a discretization equal to the distance between electrodes

and variable high with depth. The first layer was established to 0.519

times the distance between electrodes, increasing a ratio of 1.1 in

depth. These cells are extended until the depth is defined by the

apparent resistivity (3 m) using blocky least-squares inversion to mini-

mize the difference between observed and simulated resistivity fol-

lowing Loke (2001). A joint inversion was performed using one ERT

measurement before and two ERT measurements after infiltration. A

damping factor of five was used for inversion to obtain a model with

smooth variations. The normalized root means square error (NRMSE)

obtained for joint inversion was 3.1%.

The soil resistivity is mathematically related to the effective satu-

ration (Se) by Archie law (Samouëlian et al., 2005), as follows:

Snae ¼ aρw
;mcρ

þρsurface, ð2Þ

where na is the saturation index, a and mc are constant related to the

coefficient of saturation and the cementation factor, respectively. In

addition, ρ and ρw are related to the resistivity of the formation (resis-

tivity estimated after inversion of ERT data) and the resistivity of the

pore water, respectively. ; is the soil porosity, ρsurface is the surface

conductivity only used for heavy clay soils (Revil & Glover, 1998).

The parameter a was set as 1 (�) in Equation (2) (Glover, 2016),

ρw was set as 12 Ω �m, ; was set equal to θs in Table 1 (updating cali-

brated ones). mc can be estimated at fully saturated conditions

because Se=1 and the value of na is irrelevant; that procedure was

used to estimate mc in the first, second, and sixth soil horizons

(Table 1). For the first and second horizons, the inverted resistivity

data of Time-Lapse 3 was used because it was assumed that soil

layers 1 and 2 were fully saturated after the forced infiltration experi-

ment. The sixth soil layer was assumed to be fully saturated because

of the phreatic table at 240 cm depth. The mc of the remainder soil

layers and na of all soil layers were subject to manual calibration

(a)

(b)

F IGURE 3 The soil profile for ERT measurements is represented in (a). The y-axis is soil depth, and the x-axis is horizontal distance. The TDR
grid corresponded to measurements performed with a portable TDR in a 10 � 10 cm grid (100 points). This grid was used for calibration/
verification of the Archie equation. In (b) HYDRUS 2D/3D representation of the soil profile showing boundary conditions (‘flux’ for infiltration
and ‘constant head’ for the phreatic table). The observation points represent the EnviroSCAN measurement sites where sim_1, sim_2, and sim_3
are observation points 20, 30, and 40 cm away from the infiltration site center.
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comparing the observed (EnviroSCAN and TDR) and simulated θ

(Archie law).

For calibration of Archie's parameters, the observed θ corre-

sponded to 30 points from the TDR grid obtained from depths

10, 20 and 30 cm, along with θ estimated by EnvirSCAN at Time-

Lapse 1, 2 and 3. Infiltration water only modifies θ at 33 cm EnviroS-

CAN depth; thus, seven observed points were obtained with EnviroS-

CAN data. As a result, 37 pairs of observed and simulated Se were

used for calibration. The remaining 70 points of the TDR grid (See

Figure 3) were used from depths 40–100 cm to verify calibration (veri-

fication process). The root means squared error (RMSE) and normal-

ized root mean squared error (NRMSE) were used to test calibration

and verification. Additionally, Archie's subtraction of θ and the esti-

mated one by ERT is shown graphically.

2.6 | Parametrization of HYDRUS 2D/3D using
calibrated HYDRUS 1D parameters and laboratory
analysis

A two-dimensional domain, where water flow was simulated, was set

in HYDRUS 2D/3D to match the soil profile measured by ERT after

the forced infiltration experiment (Figure 3). The spatial dimension

was in centimetres and time in minutes. The total simulated time was

137 min, where infiltration starts at 63 min and ends at 122 min.

Therefore, 60 min in total with a rate of 1.02 cm min�1. For that

period, no root water uptake was considered. Six soil materials were

set up in the model corresponding to the six soil horizons described in

the pit. The van Genuchten-Mualem model was used with parameters

obtained by calibration with HYDRUS 1D and laboratory measure-

ments. Therefore, a forward simulation (no calibration) was performed

with HYDRUS 2D/3D for θ.

The initial conditions were set from EnviroSCAN data before infil-

tration (transformed to pressure head). Boundary conditions are found

in Figure 3. The boundary at the infiltration site was set as flux, and

the remaining top boundary conditions were set as no flux. The bot-

tom boundary was a constant head representing the groundwater

table at 240 cm. The sides of the domain were set with no flux bound-

ary conditions. The θ simulated by HYDRUS 2D was compared against

the θ of EnviroSCAN to test the forward simulation. For this compari-

son, three observation points were included in HYDRUS 2D/3D

(sim_1, sim_2 and sim_3 in Figure 3). The reason is related to the area

measured by EnviroSCAN, which corresponds to 5 cm of radius from

the probe.

2.7 | Comparison of θ obtained by ERT and
HYDRUS 2D/3D in the forced infiltration experiment

The θ simulated by HYDRUS 2D/3D were compared with the θ esti-

mated by the ERT graphically using 2D images. The images were gen-

erated from a common grid generated in Rscript. The grid was

generated in the x-axis starting at position 7 cm every 15 cm until

1740 cm, whereas, in the z-axis, it started at �5 cm every �11 cm

until �280 cm. ERT and HYDRUS 2D/3D θ data were interpolated in

this grid using inverse distance weighted interpolation by R package

gstat (Pebesma et al., 2004). The binary data of HYDRUS 2D/3D was

used to build the 2D θ image with Rscript.

3 | RESULTS

3.1 | Sensitivity analysis and calibration of
HYDRUS 1D

Figure 4 shows the highly influential parameters obtained from the

Morris Elementary Effect sensitivity analysis.

The highly influential soil hydraulic parameters for θ simulated by

HYDRUS 1D at depths 33, 63, 83, 97 and 163 cm were n3, n4, n6, α6

and θs6. The subscript corresponds to the number of soil materials;

thus, n3 is the n parameter for the third soil material and similarly for

the other soil hydraulic parameters. The highly influential soil hydrau-

lic parameters were subject to calibration. Calibrated parameters and

95% confidence limits are found in Table 2.

Table 2 shows that the calibrated soil hydraulic parameters had

narrow 95% confidence limits, indicating a good calibration by the PEST

model. Furthermore, comparing Table 1 with Table 2, calibrated values

are close to those measured at laboratory conditions except for n3.

Figure 5 depicts the comparison of θ estimated by EnviroSCAN,

the θ simulated with soil hydraulic parameters obtained at laboratory

conditions (forward simulation with HYDRUS 1D, Table 1), and θ sim-

ulated by HYDRUS 1D after calibration of highly influential parame-

ters at each depth (Tables 1 and 2).

Calibrated soil hydraulic parameters improved HYDRUS 1D simu-

lations in all depths regarding laboratory measurements (Figure 5).

The Nash is positive for all depths; however, for 33, 97 and 163 cm

depth, the value was lower than 0.28. The maximum RMSE was found

for 97 cm depth equals 0.034 cm3 cm�3. The water peak after rainfall

was partially matched for the first three depths (Figure 5a–c). How-

ever, the peak after rainfall was not matched for lower depths

(Figure 5d,e).

3.2 | HYDRUS 2D/3D simulation

HYDRUS 2D/3D forward simulation using soil hydraulic parameters

of Tables 1 and 2 was compared against EnviroSCAN data (Figure 6).

The comparison of HYDRUS 2D/3D against EnviroSCAN data

was unsatisfactory for 33 cm depth and satisfactory for 63 cm depth.

Deeper layers are not shown because the water did not reach those

positions during the forced infiltration experiment. After all, just 10 L

of water were infiltrated. No water content change is observed at

position 63 cm of EnviroSCAN (Figure 6b), where a horizontal line is

observed during time. Additionally, the θ obtained for the three
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observation points separated 10 cm along the x-axis was highly vari-

able (sim_1, sim_2 and sim_3). This forward simulation was used for

comparison against ERT θ estimations graphically.

3.3 | Water content determination by ERT

The θ obtained by ERT using the inverted resistivity and the Archie

equation (Equation (2)) is depicted in Figure 7 for time-lapsed 1 (before

infiltration) and time-lapsed 2 (34min after infiltration) and time-

lapsed 3 (62min after infiltration).

The infiltrated water is visible over time (Figure 7b,c). Calibrated

Archie parameters (mc and na) are found in Table 1. Calibration and ver-

ification of the θ using the Archie equation are depicted in Figure 8.

The Δθ was obtained by subtracting the θ obtained by the TDR

grid (Figure 3) against θ obtained by Archie. It is observed overestima-

tion (reddish colours) and underestimation (bluish colours) by Archie

in θ values (Figure 8). The RMSE obtained for the calibration of

Archie (using 37 points) was 0.017 cm3 cm�3, whereas the RMSE for

verification (70 points) was 0.021 cm�3 cm�3. The NRMSE for calibra-

tion and verification was 16.4% and 18.9%, respectively.

TABLE 2 Highly influential calibrated soil hydraulic parameters
and their 95% confidence limits.

Parameter Estimated value 95% lower limit 95% upper limit

n3 2.700 2.623 2.780

n4 1.392 1.386 1.398

θs6 0.200 0.193 0.207

α6 0.047 0.046 0.048

n6 1.528 1.494 1.561

Note: The subscript corresponded to the number of soil materials: θs is the

saturated volumetric water content (cm3 cm�3), α (cm�1), and n (�) are

empirical parameters.

(a) (b)

(c) (d)

(e)

F IGURE 4 Morris elementary
effect screening sensitivity analysis
method for HYDRUS 1D analysing
volumetric water content (θ) output
of the model at 33 (a), 63 (b), 83 (c),
97 (d) and 163 (e) cm depth which
aligns with EnviroSCAN
measurements. Red dots are highly
influential parameters μ* > 0.5 μ�max

whereas black dots represent the
remainder of the parameters. n3,4,6
are the pore connectivity parameters
of materials 3, 4 and 6, respectively,
α6 is the air entry value of material
6, and θs6 is the saturated water
content of material 6. The y-axis μ�i is
the modified overall effect
introduced by Campolongo et al.
(2007), and the x-axis σ is the
standard deviation representing the
interaction between parameters.
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3.4 | Comparison of HYDRUS 2D/3D and ERT

The comparison of the change of volumetric water content (Δθ,

cm3 cm�3) obtained by ERT using calibrated Archie values and

HYDRUS 2D/3D using calibrated parameters of HYDRUS 1D is

depicted in Figure 9. Note that the image is a zoom of Figure 7 for

highlighting the infiltration zone and wetting front.

The comparison between ERT and HYDRUS 2D/3D depicts that

the water infiltrated into the soil generated by ERT produces a shal-

lower wetting front than the one generated with HYDRUS. To verify

if this difference was produced for the transformation of inverted

resistivity data into θ by Archie law, a comparison of the change of

inverted resistivity data by ERT and the change of θ (Δθ, cm3 cm�3)

obtained by HYDRUS 2D/3D is depicted in Figure 10. The change of

inverted resistivity Δρ logð Þ, Ω �m
� �

data was transformed to obtain a

comparable colour scale with HYDRUS 2D/3D.

It is observed in Figure 10 that the comparison of inverted resis-

tivity data Δρ logð Þ,Ω �m
� �

by ERT and change of θ (Δθ, cm3 cm�3) by

HYDRUS 2D/3D improve concerning the one obtained in Figure 9.

The wetting front of ERT is slightly more profound than the previously

obtained. However, it still is not the same as the one obtained by

HYDRUS 2D/3D.

(a) (b)

(c)

(e)

(d)

F IGURE 5 Volumetric water content (θ, cm3 cm�3) measured by EnviroSCAN (‘Obs.’ continuous blue line) and simulated by HYDRUS 1D
with (‘Cal.’ Continuous red line) and without (‘sim’ dashed red line) calibration of van Genuchten–Mualem parameters at 33 (a), 63 (b), 83 (c),

97 (d), and 163 (e) cm depth. The left y-axis represents rainfall (continuous black line, cmh�1), the right y-axis represents θ, and the x-axis
represents the time in hours (Julian) where 1416=01 March 2021 00:00:00. The Nash-Sutcliffe coefficient (Nash, unitless) and the root mean
square error (RMSE, cm3 cm�3) are depicted only after calibration.
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(a) (b)

F IGURE 6 The volumetric water content θð Þ of HYDRUS 2D/3D at three observation points for each depth (‘sim’) versus θ from
EnviroSCAN (‘obs’) at 33 cm (a) and 63 cm (b) depth. sim_1, sim_2 and sim_3 are 20, 30, and 40 cm to the right of the infiltration center. sim_avg
is the θ average of sim_1, sim_2 and sim_3.

(a)

(b)

(c)

F IGURE 7 Soil volumetric water content (θ cm3 cm�3) estimated by electrical resistivity tomography (ERT) 20minutes before infiltration
(Time-lapse 1, a), 34 (Time-lapse 2, b), and 62 (Time-lapse 3, c) minutes after infiltration. The z-axis represents the soil depth, whereas the x-axis
represents the horizontal distance in cm.
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4 | DISCUSSION

4.1 | HYDRUS 1D and HYDRUS 2D/3D
simulations

One of the critical steps in this research is calibrating the soil hydraulic

parameters obtained at laboratory conditions for HYDRUS 1D. As

shown in Figure 2, ERT and HYDRUS 2D/3D water content

estimation depends on this optimization. Any error performed during

calibration will propagate to ERT and HYDRUS 2D/3D θ estimation.

Thus, we used advanced global sensitivity methods (Figure 4) to

determine highly influential parameters before calibration. Sensitivity

analysis has been mentioned since decades ago as a valuable tool for

hydrological modelling during its development, calibration, and further

model verification (McCuen, 1973). This method has been successfully

applied with HYDRUS in previous research (Brunetti et al., 2018;

(a)

(b) (c)

F IGURE 8 In the left
(a) volumetric water content
difference (Δθ, cm3 cm�3) between
volumetric water content θð Þ
estimated by portable TDR and
electrical resistivity tomography (ERT)
in a regular 10�10 cm grid
(100 points in total). In the center (b),
a boxplot of Δθ for data used in

Archie parameter calibration
(37 points in total, 30 corresponding
to the grid and 7 to EnviroSCAN). In
the right (c), a boxplot of Δθ for
independent verification of previous
Archie calibration with data between
40 and 100 cm depth (70 data pairs).
The red dot in the boxplot is the mean
(0.009 or �0.019 cm3 cm�3), the first
(0.000 or �0.024 cm3 cm�3), and the
third (0.022 or �0.013 cm3 cm�3)
quantile are also represented. The
negative sign means that ERT
overestimates the observed θ of
portable TDR.

F IGURE 9 Comparison of change in volumetric water content (Δθ, cm3 cm�3) between electrical resistivity tomography (ERT) and HYDRUS
2D/3D. ΔTime� lapse 2,3 means the subtraction of θ in Time-lapse 2,3 (34 and 62min after infiltration) against θ in Time-lapse 1 (20min before
infiltration or initial time for HYDRUS 2D/3D). The y-axis represents soil depth, and the x-axis represents the horizontal distance in cm. Note that
the image is a zoom of Figure 7.
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Faúndez Urbina et al., 2022; Peddinti et al., 2018). Morris's screening

sensitivity analysis method produces five highly influential parameters

for calibrating HYDRUS 1D with PEST (Figure 4). The calibration out-

comes in Table 2 depict narrow 95% confidence limits, indicating

good inverse estimation (Faúndez Urbina et al., 2021). The RMSE

obtained in this study for HYDRUS 1D ranged from 0.021 to

0.034 cm3 cm�3 after calibrating soil hydraulic parameters. This RMSE

is generally like previous studies with HYDRUS after calibrating soil

hydraulic parameters (Chakraborty et al., 2022; González et al., 2015;

Moghbel et al., 2022;Phogat et al., 2013; Ventrella et al., 2019). Addi-

tionally, as in previous studies, the Nash-Sutcliffe coefficient obtained

in this research after calibration ranged from 0.11 to 0.77 (Phogat

et al., 2013; Ventrella et al., 2019).

Even though the calibration results seem good and comparable

with previous research, we observed that the n parameter of the third

material (n3) was modified strongly after calibration (see Tables 1 and

2 for n3). This issue promotes the second field campaign for a detailed

soil hydraulic characteristic curve mentioned in Section 2.4.1. How-

ever, the value obtained in laboratory conditions (Table 1) was again

not close to the one after calibration (Table 2). These results motivate

us to try more calibrations, including more parameters (highly influen-

tial and influential parameters as defined in Lammoglia et al. (2017))

for calibration than those presented in this research (results not

shown). These different calibrations aimed to see if the n3 parameter

compensated for other uncalibrated parameters. This extra calibration

substantially improves the RMSE and NSE regarding the ones pre-

sented in Figure 5, but with the cost of n3 even higher than the one

presented in Table 2; therefore, those calibrations were discarded.

Thus, we faced whether to trust laboratory-obtained parameters as a

baseline for parameter n3 or to trust in-situ θ data obtained by Envir-

oSCAN used to calibrate n3. EnviroSCAN data could have been influ-

enced by a local condition, such as ‘soil shrimps’ that live at the study

site and could form macropores in the soil which are common in for-

est ecosystems (Luo et al., 2019). This air around the tube can explain

why n3 increases after calibration regarding laboratory measurements.

Additionally, these macropores might explain why EnviroSCAN data

had water content peaks at 97 and 163 cm depth (Figure 5d,e) that

HYDRUS 1D did not simulate. Finally, we chose to calibrate only the

highly influential parameters, looking for a balance between good sta-

tistics (RMSE and Nash) and realistic parameter estimation as close as

possible to laboratory measurements because no further information

about macropores was available.

The parameter n3 corresponds to the third soil material covering

12 to 38 cm of soil, which means the place where the infiltration front

was observed (Figures 9 and 10). Figure 5a shows that the Nash-

Sutcliffe coefficient and RMSE were not as good as other depths. We

hypothesize that the uncertainty on parameter n3 will affect HYDRUS

2D/3D simulations because n3 is highly influential, producing lower

water content peaks over depth. On the other hand, the influence of

this uncertainty in ERT should be less because Archie's law does not

use this parameter (Equation (2)).

The comparison of the θ obtained by forward simulation of

HYDRUS 2D/3D against EnviroSCAN data was unsatisfactory for the

33 cm depth but suitable for the 63 cm depth. For 33 cm depth, it

F IGURE 10 Comparison of the qualitative change of inverted resistivity data Δρ logð Þ,Ω �m
� �

obtained by electrical resistivity tomography
(ERT) and the change of θ by HYDRUS 2D/3D. ΔTime� lapse 2,3 means the subtraction of Time-lapse 2,3 (34 and 62min after infiltration)
against Time-lapse 1 (20min before infiltration or initial time for HYDRUS 2D/3D). In ERT is computed the change of resistivity Δρ logð Þ,Ω �m

� �
between Time-lapse in logarithm (base 10) and then multiply by �1 to have a comparable colour scale with HYDRUS 2D/3D. The HYDRUS
2D/3D plot depicted the change of volumetric water content Δθð Þ between Time-lapse. The y-axis represents soil depth, and the x-axis
represents the horizontal distance in cm.
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could be argued that the uncertainties about n3 were propagated to

this forward simulation. However, we observed that the position of

EnviroSCAN as an observation point in HYDRUS 2D/3D exerts a

strong influence. For example, we observe that sim_1 (Figures 3 and

6), which is 20 cm from the center of the infiltration front to the cen-

ter of the EnviroSCAN tube, produces a higher peak of water content

than sim_3, which is 40 cm away. From these results, we assumed that

part of the infiltrated water did not reach the EnviroSCAN

(e.g., subsurface lateral flow (Farzamian et al., 2015b)), producing this

discrepancy. This condition was previously observed in a forced infil-

tration experiment by Looms et al. (2008), where around 50% of

water diverts out of the measurement area because of lateral

subsurface flow.

4.2 | Water content determination by ERT

ERT inversions have significant limitations related to data quality

and geophysical interpretation. One primary concern is the effect of

subsurface heterogeneity and electrode distribution, which may

result in artefacts in the inversion results. Particularly noteworthy is

the impact of having two bodies with high resistivity differences,

leading to a degeneration of the inverse problem. This situation

introduces high uncertainty, rendering the subsurface resistivity dis-

tribution with no unique or stable solution, and may produce non-

physical or ambiguous outcomes (Dumont et al., 2016;

Friedel, 2003). Considering the shallow exploration depth, we dis-

card this issue, especially in a sedimentary environment where soils

are contemporarily deposited. Moreover, spatial resolution limita-

tions of the electrodes can hinder the accurate identification of geo-

logical structures or anomalies of interest (Fustos et al., 2020;

Metwaly et al., 2009). However, in our ERT deployment in Central

Chile, we achieved unprecedented spatial resolution for soils, sur-

passing previous studies that conducted a resolution of 3 meters to

locate temporal aquifers on a slope (Fustos et al., 2017). This

improved resolution allows us to represent the soil deposit utilizing

Archie's approach for a wetting front.

We emphasize the excellent quality of our inverted resistivity/soil

moisture inversion achieved through the Archie model using the TDR

grid and EnviroSCAN (Figure 3). The calibration results demonstrated

high performance with an RMSE of 0.017 cm3 cm�3 (Figure 8), and

the validation RMSE was only slightly higher at 0.021 cm3 cm�3.

These results surpass the literature's standards, as previous studies by

Rieder and Kneisel (2023) reported depth-dependent RMSE values

ranging from 0.01 to 0.02 cm3 cm�3. In Chen et al. (2019) and Ped-

dinti et al. (2020), an RMSE between ERT and soil water probe ranged

from 0.02 to 0.027 (depth dependent) and 0.03 cm3 cm�3, respec-

tively. Moreover, the Archie law parameters obtained through calibra-

tion and field conditions (as presented in Table 1) are consistent with

those found in previous research conducted by Nijland et al. (2010)

and Rieder and Kneisel (2023). This alignment with prior studies adds

confidence to the validity of our ERT-based θ determination and rein-

forces the reliability of the results obtained in this study.

The water content data obtained by ERT before and two times

after infiltration (also shown in Figure 7) align with the expected

behaviour of an infiltration process into the soil. This agreement pro-

vides further support for the reliability and accuracy of ERT in deter-

mining soil water content dynamics. These promising results highlight

the feasibility of conducting future studies in Central Chile once the

model is calibrated correctly.

4.3 | Comparison of HYDRUS 2D/3D and ERT

Figures 9 and 10 compare HYDRUS 2D/3D and ERT. HYDRUS

2D/3D wetting front is observed to be deeper than ERT's. It is seen

from Figures 9 and 10 that roughly the wetting front of ERT is 40 cm

and HYDRUS 2D/3D 60 cm (white colours also indicate differences).

The previous aligns with θ estimated by EnviroSCAN, where no θ

change was observed at 63 cm depth (Figure 6b). This outcome is sig-

nificant because ERT and HYDRUS 2D/3D independently determine

θ. Unfortunately, no θ sensors between 33 and 63 cm depth were

available with EnviroSCAN. Therefore, we cannot conclude which

method was closer to the baseline. The mismatch between HYDRUS

2D/3D and ERT observed in this research has been reported in previ-

ous studies. Farzamian et al. (2015a) concluded that the mismatch

between HYDRUS 2D and ERT was due to soil heterogeneity not

included in HYDRUS. Hardie et al., 2018 observed different wetting

patterns between HYDRUS 2D/3D and ERT and mentioned that the

cause was preferential flow not included in the model. Ganz et al.

(2014) mentioned that ERT and HYDRUS 2D/3D comparison was

close when hysteresis was included in the model.

An underestimation of the wetting front from ERT regarding the

HYDRUS 2D/3D one could be expected because we used 30 cm elec-

trode separation, which provides around 15–20 cm squared pixels

equal to the one used in Farzamian et al. (2015b) for a water injection

test. This pixel size will produce the water content ‘diluted’ at the

wetting front. This antecedent suggests that the electrode separation

should be reduced in subsequent studies. Additionally, we could

expect some underestimation for applying Archie law, which is

observed comparing the ERT wetting front in Figures 9 and 10 and

previously reported in Farzamian et al. (2015b). Finally, previous dis-

cussions suggest that the wetting front is not at ERT or HYDRUS

2D/3D position but somewhere in between.

4.4 | Outlook

From previous discussions, we highlight two challenges for subse-

quent studies. First, the electrode separation and time acquisition of

ERT data should be the subject of future research regarding soil

parameter estimation using forced infiltration experiments. To our

knowledge, no study has been performed to anticipate a specific elec-

trode separation and time acquisition. Secondly, the soil heterogeneity

should be more detailed, especially for HYDRUS 2D/3D model simu-

lations. Previous studies (Hardie et al. (2018); Farzamian et al. (2015a)
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and Ganz et al. (2014) mentioned that this condition mainly produced

the deviation between HYDRUS and ERT for θ comparison.

5 | CONCLUSION

Determination of soil water content in forest ecosystems is challeng-

ing because of soil vertical and spatial heterogeneity, along with deep

rooting systems. This research aims to test two undisturbed methods,

ERT and HYDRUS 2D/3D, for obtaining water content in a 2D soil

profile until the phreatic table. This study shows that HYDRUS 1D

obtained reasonable adjustment with EnviroSCAN water content data

with RMSE and Nash-Sutcliffe coefficients ranging from 0.021 to

0.034 cm3 cm�3 and 0.11 to 0.77, respectively. On the other hand,

the forward simulation of HYDRUS 2D/3D using previously calibrated

HYDRUS 1D values was inadequate; however, it follows the trend of

EnviroSCAN with near to zero variation of water content at 63 cm

depth. Furthermore, this study indicates that water content determi-

nation by ERT was satisfactory with RMSE for calibration and verifica-

tion of 0.017 and 0.021 cm3 cm�3, with underestimation and

overestimation of water content over the soil profile. An exciting out-

come of this research is using a standard grid for interpolating

HYDRUS 2D/3D and ERT data to compare both methods with the

possibility of an automated run. HYDRUS 2D/3D and ERT

comparisons were not equal, with a shallower wetting front by ERT

and a deeper one for HYDRUS. Still, both wetting fronts agree with

the wetting depth range estimated by EnviroSCAN. We conclude that

both methods are an alternative for water content determination in

forest ecosystems, with improvements suggested in the discussion

section for the following studies.
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